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ABSTRACT 
 
The paper describes an empirical study of modeling and forecasting time series data of Wheat Production in Pakistan. The Box Jenkins 
ARIMA methodology has been used for forecasting. The diagnostic checking has shown that ARIMA (2, 2, 1) is appropriate. The forecasts 
from 1998-99 to 2012-13 are calculated based on the selected model. These forecasts would be helpful for the policy makers to foresee 
ahead of time the future requirements of grain storage import and/or export and adopt appropriate measures in this regard. 
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INTRODUCTION 
 
 Wheat being the staple food grain plays a 
remarkable role in meeting the diversified food 
requirements of both the Urban and Rural population of 
the country. Area under wheat has remained around 7.2 
and 7.7 million hectares between 1991-92 and 1998-99. 
Efforts have moreover been made to increase wheat 
yield. During this period, wheat production increased 
from 11.30 million tons to 14.41 million tons by making 
optimum use of improved farm inputs (Anonymous, 
1998-99). 
 Forecasts have traditionally been made using 
structural econometric models. Concentration have been 
given on the univariate time series models known as auto 
regressing integrated moving average (ARIMA) models, 
which are primarily due to world of Box and Jenkins 
(1970). These models have been extensively used in 
practice for forecasting economic time series, inventory 
and sales modeling (Brown, 1959; Holt et al., 1960) and 
are generalization of the exponentially weighted moving 
average process. Several methods for identifying special 
cases of ARIMA models have been suggested by Box-
Jenkins and others. Makridakis et al. (1982), and Meese 
and Geweke (1982) have discussed the methods of 
identifying univariate models. Among others Jenkins and 
Watts (1968), Yule (1926, 1927), Bartlett (1964), 
Quenouille (1949), Ljune and Bos (1978) and Pindyck 
and Tubinfeld (1981) have also emphasized the use of 
ARIMA models. 
 In this study, these models were applied to forecast 
the production of wheat crop in Pakistan. This would 
enable to predict expected wheat production for the years 
from 1998 onward. Such an exercise would enable the 
policy makers to foresee ahead of time the future 
requirements for grain storage, import and/or export of 

wheat thereby enabling them to take appropriate 
measures in this regard. The forecasts would thus help 
save much of the precious resources of our country 
which otherwise would have been wasted. 
 
MATERIALS AND METHODS 
 
 Our aim is to model the annual production of wheat 
for the years 1947-48 to 1988-89 and to forecast the 
production of future years. A choice is often to be made 
as to which type of the model should be developed. This 
choice may be difficult. A choice was made from a class 
of liner time series models introduced by Box and 
Jenkins (1970), which are now widely used and 
accepted. According to them, the ARIMA model is 
denoted by ARIMA (p, d, q) where ‘p’ is the order of the 
autoregressive process; ‘d’ is the order of homogeneity 
i.e. the number of difference to make the series 
stationary; and ‘q’ the order of the moving average 
process. The general from of the ARIMA (p, d, q) is  

Zt = C + (F1Zt-1 + ...+ F p Zt-p) –( θ1 at-1 +... +θq at-q) + at 
  

Here C is a constant Zt-1, ...,Zt-p are pasts series 
values (1ags), the Φi’s are the coefficients, similar to 
regression coefficients, to be estimated of the 
autoregressive model where autoregressive (AR) model 
of order p, denoted by AR (p) is 
 Zt = C + F1Zt-1 + F2Zt-2 + θp at-p +at 
 at is a random variable with zeros mean and 
constant variance. Θ’s are coefficients in the moving 
average (MA) model, where moving average model of 
order q or MA (q) is  
 Zt = at + θ1at-1 – θ2at-2 ... – θqat-q  
RESULTS AND DISCUSSION 
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 As stated above, the annual production of wheat 
crop have been used for modeling purposes. The used 
data associated with this crop is for the years from 1947-
48 to 1998-99 (Anonymous, 1998–99). The modeling of 
the time series involved the steps of model specification, 
model estimation, diagnostic checking and forecasts. The 
plot of the second differenced series showed that the 
parameter d is 2’ the correllogram of autocorrelation 
function of the second differenced series falls of quickly 
after lag 1, so q=1, the correllogram for the partial 
autocorrelation function falls off quickly after lag 2 , so 
the p=2, the suggested that ARIMA (2,2,1) is appropriate 
for this data.  
 The model  AIMA (2,2,1) is estimated using the 
Minitab statistical computer package. The brief output is 
given below. 
 
Final Estimates of Parameters 
Type Estimate St. Deviation t-ratio 
AR 1 -0.6337 0.1816 -3.49 
AR 2 -0.0424 0.1810 -0.23 
MA 1 0.8583 0.1310 6.45 
Differencing: 2 regular Differences 
No. of observations: Original series 42, after differencing 40 
Residuals SS=22379630 (backforecasts excluded) 
MS = 508628 DF = 44 
Modified Box-Pierce chisquare statistic 
Lag 12 24 36 48 
Chisquare 18.9(7) 33.3(19) 46.5(44) 54.3(43) 
 
 The modified Box and Pierce (1970) statistic for 
wheat production, calculated above, for lag 12 is 18.9 
which has the observed significance level 0.7197. It 
indicates that it is non significant at SL = 0.05.  
 
Table I. Forecasts for Wheat Production (million tons) 
 

Period Forecast Lower Upper 
1998-1999 1485.3 17087.2 19883.5 
1999-2000 19641.7 18073.6 21209.8 
2000-2001 19749.9 18180.4 21319.4 
2001-2002 20491.5 18770.7 22212.4 
2002-2003 20876.2 19075.6 22676.7 
2003-2004 21460.2 19.483.2 23437.2 
2004-2005 21933.0 19783.2 24082.8 
2005-2006 22467.9 20089.7 24846.0 
2006-2007 22968.1 20344.2 25592.1 
2007-2008 23487.7 20583.1 26392.3 
2008-2009 23996.5 20790.4 27202.5 
2009-2010 24511.2 20978.8 28043.7 
2010-2011 25022.7 21144.3 28901.0 
2011-2012 25536.0 21292.0 29780.0 
2012-2013 26048.3 21421.4 30676.2 

 
Hence, the fit is good. Also for the normal score 

correlation test (test of correlation between residuals and 
its normal scores), the critical value at SL =0.01 for n = 

40 is 0.960 and for SL = 0.05 is 0.972. The current 
observed correlation is 0.978, so the normality of 
residuals is assured. 
 Using ARIMA (2,2,1) the 15 years ahead forecasts 
and their 95% confidence interval are calculated and are 
given in Table I.  
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